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What can LLMs be used for?

Text Generation

Conversation

Translation

Question Answering

Text Classification

Similarity Detection

Text to Speech

Transcription of Videos

Sentiment Analysis
Summarization

Many different use cases

• Made possible by the 
transformer architecture

• Choose your model 
according to the use-
case

• Make sure you know 
your use-case



How can you influence LLMs?



How can you use LLMs with your data?

• Ideal for tapping into company‘s knowledge DBs
• Minimises hallucinations by grounding response 

on retrieved evidence
• Can quickly adapt to changing data
• Makes it easier to interpret result

• Ideal if plenty of labelled data is available
• Teaches model domain specific vocabulary
• Company‘s writing/answer style is „baked“ into 

model through fine-tuned parameters

RAG: 
Retrieval Augmented Generation Finetuning



Transformer Models
Spoilt for Choice at https://huggingface.co/

Easy filtering
Huge repository

All the relevant info
Source: https://huggingface.co/

https://huggingface.co/


Pick the Right Model



Prepare your Data

Garbage in – garbage out

• Most underrated aspect of AI

• Most time consuming aspect of AI. Time 
spent in data preparation reflects in the 
quality of the product

• For fine-tuning you need labelled data

• Remember, that you are going to change 
the models parameters with your data



Typical Setup of a Supercomputer
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The Vienna Scientific Cluster

VSC-4 (2019)

790 CPU nodes

• 2x Intel Skylake Platinum CPUs
• 2x 24 cores per CPU
• 96 GB of memory per node

770 CPU nodes

• 2x AMD EPYC Milan
• 2x 64 cores per CPU
• 512 GB of memory per node

60 GPU nodes 2x NVIDIA A100,

• 40 GB memory per GPU

40 GPU nodes 2x NVIDIA A40

• 40 GB memory per GPU

VSC-5 (2022)

https://nvidia.com/de-de/data-center/a100/


Problems Arise I’m too big for this 
GPU. I need to lose 

some weight(s).

Data and Model too large

You might quickly encounter a situation in 
which you data and model no longer fit in 
your GPU‘s memory.

Memory footprint estimation for Mistral 7B:

7 x 4 = 28 GB of GPU memory
7 x 4 x 2 = 56 GB of CPU memory

7 comes from 7B parameters
4 stands for 4 Bytes per parameter
2 stands for 2 GPUs per node



Data Parallelism



Model Parallelism



Model Parallelism

Pipeline parallel
• Model split up along layers
• Each GPU gets one or several layers
• Results are synced at the end of every step
• Important: Largest layer needs to fit in GPU‘s memory 

Tensor parallel
• Every tensor is split up into several chunks
• One GPU gets one shard of the whole tensor
• Each shard gets processed seperately
• Results are synced at the end of every step



Fine-tuning a Model on the VSC

• VSC access

• Working env

• Training data

• Python scripts

• Config files

• Slurm script

• Off you go!

You need



Inference

Where to host your model

HPC systems ideal for training a model, 
but not for inference.

While you can use them for test 
purposes, better host your model on a 
suitable platform such as Huggingface‘s 
Hosted Inference API, and other cloud 
provider or on your company‘s servers.

You can then easily make use of a pre-
built user interface of your choice. 



EuroCC

Fully funded EU project

• EuroCC is EU-funded international initiative 
aimed to support the uptake of AI and High-
Performance Computing (HPC) in Europe

• Set up of 32 National Competence Centres 
(NCCs) across Europe

• EuroCC Austria is one of them

• Service Provider for AI, HPC and HPDA



Need More Compute-Power?

LUMI

• Fastest supercomputer in Europe and 
the fifth fastest globally.

• Sustained computing power (HPL) is 
380 petaflops

• Over 262 000 AMD EPYC CPU cores

• Equipped with AMD Radeon Instinct 
MI250X GPUs

https://www.lumi-supercomputer.eu/

• Second fastest supercomputer in 
Europe and the sixth fastest globally.

• Sustained computing power (HPL) is 
239 petaflops

• Intel new gen Sapphire Rapids 56 cores

• Equipped with custom NVIDIA A100 
SXM6 64GB GPUs

https://leonardo-supercomputer.cineca.eu/

Leonardo

https://www.lumi-supercomputer.eu/
https://leonardo-supercomputer.cineca.eu/


European HPC 
Landscape

EuroHPC JU systems

Different access modes:
Calls for Proposals

EuroHPC development access:
Opportunity to test the system

Applicants can request a small number 
of node hours to get acquainted with 
the supercomputers to further develop 
their software.

https://eurohpc-ju.europa.eu/access-our-supercomputers/access-policy-and-faq_en
https://eurohpc-ju.europa.eu/eurohpc-ju-call-proposals-development-access_en


Wrap-up

We are here to help

RAG and/or fine-tuning useful to businesses

Training from scratch for developers

EuroCC can help you with the HPC side of things
• Access to a supercomputer
• Consulting
• Training

Don‘t hesitate to contact us!



STAY IN TOUCH

@eurocc_austriaEuroCC Austria eurocc-austria.at
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THANK YOU
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